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Abstract Context: Research has shown gender differences in problem-solving, and
gender biases in how software supports it. GenderMag has five problem-solving
facets related to gender-inclusiveness: motivation for using software, information
processing style, computer self-efficacy, attitude towards risk, and ways of learning
new technology. Some facet values are more frequent in women, others in men. The
role these facets may play when interacting with social goal models is unexplored.
Objectives: We evaluated the impact of different levels of GenderMag facets on
creating, modifying, understanding, and reviewing iStar 2.0 models. Methods: We
performed a quasi-experiment and characterised 180 participants according to each
GenderMag facet. Participants performed creation, modification, understanding,
and reviewing tasks on iStar 2.0. We measured their accuracy, speed, and ease,
using metrics of task success, time, and effort, collected with eye-tracking, EEG
and EDA sensors, and participants’ feedback. Results: Although participants with
facet levels frequently seen in women had lower speed when compared to those with
facet levels more often observed in men, their accuracy was higher. There were also
statistically significant differences in visual and mental effort, and stress. Overall,
participants were able to create, modify, and understand the models reasonably
well, but struggled when reviewing them. Conclusions: Participants with a com-
prehensive information processing style and a conservative attitude towards risk
(characteristics frequently seen in female) solved the tasks with lower speed but
higher accuracy. Participants with a selective information processing style (char-
acteristic frequently seen in males) were able to better separate what was relevant
from what was not. The complementarity of results suggests there is more gain in
leveraging people’s diversity.
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1 Introduction

Research into gender differences has determined that individual characteristics in
how people solve problems often cluster by gender [5,77]. In software systems,
it is common to have features inadvertently designed to be more supportive of
problem-solving processes typically followed by males than by females [36,88].
Awareness of these gender biases within software systems has increased in recent
years [30,81], and analysing gender differences with software is important. If males
and females work differently with software systems, tools, and other artefacts,
such as requirements models, these differences could reveal a need to change the
artefacts or the way they are dealt with, by taking this new knowledge into account.
Designing software systems to be more gender-inclusive can benefit all problem
solvers, regardless of their gender [89,46].

GenderMag (Gender Inclusiveness Magnifier) [11] aims to help software prac-
titioners evaluate their software system from a gender-inclusiveness perspective.
It has five problem-solving facets related to gender-inclusiveness, that have been
extensively investigated in the literature: i) motivation for using the software (e.g.,
[83,43,27,12]); ii) information processing style (e.g., [14,54,59,53]); iii) computer
self-efficacy (e.g., [25,42,2,44]); iv) attitude towards risk (e.g., [96,23,18]); and
v) ways of learning new technology (e.g., [43,5,70,9]). Some facet values are more
frequent in women, others in men. GenderMag proposes personas to bring those
facets to life. Although GenderMag has been used in HCI and design (e.g., [8,95]),
the role its facets may play when building social goal models is mostly unexplored.

In this paper, our goal is to report the impact of differences in the levels of
each GenderMag facet, when stakeholders perform creation, modification, under-
standing, and reviewing tasks on iStar 2.0 models [21]. iStar 2.0 is an evolution of
i* [100], a goal-driven modelling language used to model software requirements.
We characterised a total of 180 participants according to each GenderMag facet.
We measured their accuracy, speed and ease with which they accomplished their
tasks by collecting measures such as precision, recall, and f-measure for assessing
accuracy; the duration of those tasks for assessing speed; the visual effort (as-
sessed with eye-tracking), the mental effort (assessed with EEG) and stress while
performing them (assessed with EDA), and the participants’ perceptions on their
effort (measured with a NASA-TLX questionnaire), to assess ease. The combina-
tion of all these techniques gives us a multi-perspective about the way stakeholders
interact with iStar 2.0 models.

Our results support the evidence that participants with a comprehensive in-
formation processing style and a more conservative attitude towards risk (both
characteristics are seen more frequently in women) analyse the entire problem
more thoroughly before starting the proposed task. The visual effort, attention
and mental workload were also higher for these participants.

This paper extends our previous work on analysing gender differences in the
interaction with social goal models [34] by adding two new tasks performed by
participants, related to iStar 2.0 understanding and reviewing, and the reporting
of the corresponding experiments and statistical analysis, for these two new tasks.
The previous paper did not cover these tasks. Furthermore, we report on a total
of 180 participants who have performed the experiments. These include the 100
presented in the previous paper and 80 additional participants.
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2 Background

2.1 i* and iStar 2.0

The i* framework is a goal-driven modelling language [100] used to model soft-
ware requirements. It provides the Strategic Dependency (SD) and the Strategic
Rationale (SR) model. The SD model specifies the links and external dependencies
among organisational actors. The SR model allows an analysis of goals fulfilment
through several actors contributions. Actors represent stakeholders that depend
on each other to accomplish their goals, perform tasks and provide resources. The
i* framework has evolved to iStar 2.0 [21], which we use in this paper.

Changes include the discontinuation of some concepts and the introduction of
new ones. This new iStar version kept general actor, role, agent, goal, task and
resource, but softgoal was renamed to quality. Actor’s links occupies, is-part-of,
covers and plays, were amalgamated into the participates-in link. The actor link
is-a was preserved. The means-end and task decomposition links were combined
into refinement, whereas contribution links were kept. Finally, two new links were
added, qualification and neededBy.

To illustrate the application of some of these concepts, in Figure 1 we present
an example where a meeting participant wants to use the meeting scheduler system
to plan for a meeting.

Fig. 1: Meeting scheduler, adapted from [101].

2.2 GenderMag (Gender Inclusiveness Magnifier)

GenderMag [11] is a method for finding gender-inclusiveness issues in software
features. It can be described as an analytic method for evaluating usability with a
focus on gender-inclusiveness. This method has five problem-solving facets related
to gender-inclusiveness, which are the ones repeatedly implicated by research from
other fields, such as psychology, education and communications: i) motivation
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for using the software, ii) information processing style, iii) computer self-efficacy,
iv) attitude towards risk, and v) ways of learning new technology.

The facets come to life with 4 personas: Tim, Abby, Pat(ricia) and Pat(rick).
Each persona has a value for every facet, and a specific background consistent with
those facet values. Abby’s facet values are more frequently seen in females, and
Tim’s are more frequently seen in males [11]. The Pats’ (identical) facet values
emphasise that differences relevant to inclusiveness lie in the facets themselves,
and not in a person’s gender identity. In Table 1 we summarise the facet values
for each persona. A complete characterisation of the personas is available at the
GenderMag Project website [10].

Table 1: Summary of the facet values for each persona in GenderMag.

Abby Pats Tim

Motivation
Technology is used
to accomplish tasks

Technology is used
to accomplish tasks

Technology is a
source of fun

Information
processing

Comprehensive Comprehensive Selective

Self-efficacy
Low compared
to peer group

Medium
High compared
to peer group

Risk Risk-averse Risk-averse Risk-tolerant

Learning
style

Process-oriented
Tinkering
(reflectively)

Tinkering
(sometimes excessively)

In this paper, rather than using the personas to define how iStar 2.0 should
support the different facets, we use a GenderMag questionnaire [95] to characterise
stakeholders and determine their persona in each of the 5 facets. It is common to
have stakeholders characterised as Abby in some of the facets, and as Tim in
others. A person being a “pure” Abby or a “pure” Tim, that is, with all the 5
facets having the same persona, is rare (see, for example, [95]).

We then explore how variations in the facets impact the creation, modification,
understanding, and reviewing of iStar 2.0 models.

2.3 Biometric sensors and subjective workload

In order to gain a multi-perspective on how stakeholders interact with iStar 2.0
models, we use a combination of different techniques to collect i) direct task per-
formance metrics; and ii) indirect measures such as the effort while performing
the tasks, assessed with 3 biometric devices (eye-trackers, EEG and EDA), and
the participants’ perceptions on their effort, measured with NASA-TLX.

Eye-tracking. Eye-tracking is a technology that measures the activity of the
eyes. In human vision, eye-movements are essential to collect evidence regarding
participants’ cognitive processes [68,76]. Eye-tracking devices, called eye-trackers,
monitor a participant’s visual attention by collecting eye-movement data when
(s)he looks at a stimulus, while working on a specific task. A stimulus is an object,
such as text, source code, or diagram, that is necessary to perform that task [69,
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24]. Beyond the analysis of visual attention and cognitive processes, eye-data can
also be examined to measure the workload of a task. Furthermore, the data can
be studied with respect to certain areas of the stimuli, which are called areas of
interest (AOI). An AOI can either be relevant or irrelevant for a given task that
is being performed by a participant.

EEG. Electroencephalography (EEG) refers to the measurement of the brain’s
electrical activity that arises from neuronal firing. The varying activity of neurons
in the brain causes fluctuations in the voltage potential along the scalp that can
be measured with an EEG scanner [1]. When analysing EEG data, the focus is
generally on the spectral content of the EEG, that is, the type of neural oscillations
(also known as brain waves) that can be observed. Brain waves can be divided into
frequency bands, called alpha (α, 8-12 Hz), beta (β, 12-30 Hz), gamma (γ, 30-100+
Hz), delta (δ, 0-4 Hz), and theta (θ, 4-7 Hz) [39]. Although EEG scanners started
by being used to diagnose epilepsy, sleep disorders, coma, encephalopathies, and
brain death [90], some work has linked these specific frequency bands with mental
workload, task engagement and emotions [49,50,56]. Each of the frequency bands
has a specific frequency range and amplitude, exhibiting more or less activity under
certain circumstances. For instance, alpha waves can typically be observed when
an individual is in a relaxed state, but they either disappear or their amplitude
decreases significantly as soon as the physical or mental activity increases [1].

EDA. Electrodermal activity (EDA) is a biological property of the human
body that causes continuous variation in the electrical characteristics of the skin,
being an output of the sweat glands on a microscopic level. Sweating is controlled
by the sympathetic nervous system [52] and if the sympathetic branch of the
autonomic nervous system is highly aroused, sweat gland activity increases, which
in turn increases skin conductance. EDA scanners measure this electrical skin
conductance, which serves as an indicator for emotional stimuli [26,37]. When an
individual experiences emotional activation (such as excitement or stress), or an
increased cognitive workload, or physical exertion, the brain sends signals to the
skin to increase the level of sweating. One may not feel any sweat on the surface of
the skin, but the electrical conductance increases in a measurably significant way
as the pores begin to fill below the surface [17].

Subjetive workload. Cognitive load can be defined as a multi-dimensional
construct representing the load that a task imposes on a participant [60,61]. This
also refers to the level of perceived effort for learning, thinking and reasoning as an
indicator of pressure on working memory during task execution [99]. This measure
of mental workload represents the interaction between task processing demands
and human capabilities or resources [97,38]. The NASA-Task Load Index (NASA-
TLX) [41,40] is a technique for subjective workload and cognitive load assessment.
It uses uses 6 (six) dimensions to assess workload and cognitive load: mental,
physical, and temporal demand, performance, effort, and frustration. Twenty-step
bipolar scales are used to obtain ratings for these dimensions, and a score from 0 to
100 is obtained on each scale. Then, a weighting process with a paired comparison
is used: the participant chooses which dimension is more relevant to the workload
for a particular task across all pairs of dimensions. The number of times each
dimension is chosen is the weighted score. This is multiplied by the scale score for
each dimension and then divided by 15 to get a workload score from 0 to 100.
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2.4 Related work

Gender differences in problem-solving activities have been investigated in differ-
ent domains. For instance, gender differences have been observed in intellectual
risk-taking tasks, which require mathematical and spatial reasoning skills [13].
Some studies investigated the impact of self-efficacy on Math problem-solving suc-
cess [62], as well as on strategies followed by males and females to solve problems [4,
93]. Fisher et al. [28] conducted a study to compare male and female subjects’
performance on program comprehension tasks. More recently, Sharafi et al. [77]
conducted an experiment with 15 males and 9 females to identify whether there is
a relationship between gender and the visual effort, time and ability to memorise
identifiers, namely camelCase and under score. An eye-tracker measured the du-
ration of the execution of each task and the visual effort. Females focused more on
incorrect answers than male participants. However, this does not affect the task’s
duration.

Biometric sensors have been used in Software Engineering. For instance, Crosby
et al. [20] used eye-tracking technology to study the differences in program com-
prehension and source code reading navigation strategies between experienced and
less experienced software developers in Pascal. Eye-tracking has been used to assess
the effort involved in software models’ understanding [76]. Yusuf et al. [102] used
eye-tracking to compare the visual effort involved in answering questions about
UML class diagrams designed with 3 different layout strategies. Sharif et al. [79,
78] studied the effect of different layouts for design pattern roles identification
in UML class diagrams. Other studies with eye-tracking focused on BPMN [64],
ER [15], TROPOS [74] and i* [73,72].

Ikutani et al. [45] used near-infrared spectroscopy to investigate the difference
in brain activity for various types of program comprehension tasks. Siegmund et
al. [82] examined the active brain regions during small code comprehension tasks
using functional magnetic resonance imaging (fMRI).

In terms of using multiple biometric sensors, Fritz et al. [29] and Störrle et
al. [87] classify the difficulty of code or models comprehension, respectively, by
using a combination of eye-tracking and EEG. Müller et al. [55] used eye-tracking,
EDA and EEG to investigate developers’ emotions in software change tasks and
their correlation with perceived progress.

Our work differs from previous works as we use a combination of GenderMag,
multiple biometric sensors (eye-tracker, EEG, and EDA scanners) and NASA-TLX
questionnaire to analyse gender differences when creating, modifying, understand-
ing, or reviewing requirements models, in particular, iStar 2.0 models.

3 Experiment planning

3.1 Goals

We describe our research goals following the GQM research goals template [3].
Our first goal (G1) is to analyse differences in the levels of the GenderMag facets,
for the purpose of evaluation, with respect to their effects on the creation of iStar
2.0 models, from the viewpoint of researchers, in the context of an experiment
conducted at our University and at software companies. Our second (G2), third
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(G3), and fourth (G4) goals can be obtained by replacing the term creation with
modification, understanding, and reviewing.

We can break down each goal into three sub-goals, concerning the effect(s) of
the different facets, in terms of accuracy, speed, and ease. The refined goals can
be obtained by replacing the terms creation (or modification, understanding, and
reviewing) with accuracy to create, speed to create, and ease to create.

3.2 Participants

This evaluation was performed by 180 participants selected by convenience and
snowball sampling. We had 50 participants performing the creation task, 50 in
the modification task, 40 in the understanding task, and 40 in the reviewing task.
We leveraged personal contacts and participants were made aware of the study
either by direct communication or by e-mail. Some of these participants actively
recruited their contacts to participate, hence the snowball sampling. This technique
also allowed us to have a more diversified set of participants.

We calculated the sample size needed to ensure an adequate power level, where
0.8 is considered appropriate (80% probability of correctly detecting a real ef-
fect) [47]. We chose a standardised large Cohen’s effect size for α = 0.05 (signifi-
cance level). To detect a large difference between two independent sample means
at α = 0.05, at least 26 participants are required in each group [19].

Concerning participants age distribution, they had between 20 and 42 years
old, with an average of 27 years old. With respect to gender, there were 125
male participants and 55 females. Participants had the option to select “other”
in the gender question, but none of them did. In terms of nationality, 179 were
Portuguese, and 1 was Brazilian. Regarding the usage of reading devices, 70 par-
ticipants wore eyeglasses, and 31 had contact lenses.

All participants had some university-level training, and their field of studies
spanned across multiple areas. We had 114 computer scientists, 2 designers, 1
electrotechnical engineer, 26 environmental engineers, 7 historians, 18 lawyers, 2
mechanical engineers, and 10 medical doctors. For the highest completed level of
education, 22 completed high school, 55 concluded a BSc, 101 had an MSc, and 2
a PhD degree. Concerning their current level of education, 1 was in the first year
of the BSc degree, 12 on the second year, and 17 on the third (and final) year.
As for MSc students, 14 were in the first year, and 29 were on the second (and
final) year. Finally, 37 were doing a PhD, and 70 were no longer studying. The
ones that were no longer studying had at least 3 years of experience. Concerning
their current occupation, 74 of the participants were students, 36 were working
students, 68 were practitioners, and 2 were researchers.

Regarding their previous experience with iStar 2.0, for 154 participants, it was
their first contact with it. However, 24 learnt it in the context of a course, and
2 in a professional environment. In those two latter scenarios, participants usage
time with the versions had an average of 6 months. Some participants referred
to 3, 4 or 6 months. We argue that all those months correspond to a University
semester, depending on how people count. As for the last use of the version, the
vast majority of participants was no longer using it, and only had contact with
iStar 2.0 in a specific University course. Lastly, in terms of knowledge on other
requirements models, 100 participants claim to know UML in general, 9 referred
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to BPMN, and 2 specifically said they work with flowcharts in particular. The
remaining 69 participants did not report knowing any requirements language.

Participants spanned a reasonably wide range of values of each of the five
GenderMag facets (see Figures 2a and 2b). In these Figures, the x axis has the
number of facets with a given persona (Abby persona in Figure 2a) and Tim
persona in Figure 2b. The Figures mirror each other. A person is classified as an
Abby or as a Tim in each one of the five facets of GenderMag. If a person is an
Abby on 3 facets, that person is represented in the 3 of x axis in Figure 2a. Then,
that same person is a Tim on the other 2 facets, being represented in the 2 of the x
axis for Figure 2b. From both Figures, we are able to understand that the majority
of our participants were characterised as Abby in 3 out of the 5 GenderMag facets.
The Figures also allow us to conclude that we had 2 participants characterised as
a “pure” Abby (with 5 out of 5 facets as Abby), and 18 as a “pure” Tim (with 5
out of 5 facets as Tim). The other 160 participants had mixed characteristics of
both Abby and Tim.

When analysing each facet (Figure 2c), the majority of the participants was
identified as Tim in the motivation, risk, and learning style facets. For information
processing and self-efficacy, on the other hand, the majority of participants was
described as Abby. Taking a closer look into the relationship between the personas
in each of the facets and the gender of participants (Figure 2d), the majority of
female participants was characterised as Abby in all the facets, being learning
style an exception. As for the males, the majority of participants was classified
as Tim in all the facets, except for information processing and self-efficacy. These
results support the literature claim [5,77] that characteristics in how people solve
problems often cluster by gender.

Number of facets with the Abby persona
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(a) Number of facets with the Abby persona.
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(b) Number of facets with the Tim persona.
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(c) Personas in each facet.
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(d) Personas in each facet, by gender.

Fig. 2: Participants’ distribution across GenderMag facets.
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3.3 Experimental materials

The experimental materials for this evaluation included i) a participant consent
form; ii) a video tutorial about iStar 2.0; iii) a task to be performed; iv) a NASA-
TLX questionnaire; v) a demographic questionnaire; and vi) a GenderMag ques-
tionnaire.

The participant consent form, adapted from [71], explained that the participa-
tion was entirely voluntary, the participants could refuse to answer any question
and could leave at any time, and that all the collected data would remain anony-
mous.

The video of fish swimming, with 2 minutes, served as a baseline to normalise
the captured biometric data [29,55]. It also helped participants to relax and better
focus on the task at hand.

The video tutorial, with 3 minutes and 58 seconds, explained the elements of
an iStar 2.0 model. It includes the construction of a correct model (similar to those
that will be created, modified, understood, or reviewed in the experiment) about
a meeting scheduler system; and an audio and textual description of both the
model elements, as they are being introduced, and their role in the model under
construction. The modelling elements were described using the exact phrases and
explanations present in the iStar 2.0 Language Guide [21]. The participants had
no control over the video, not being able to pause it or resume it, since having
different viewing times and going through specific parts of the tutorial more than
one time could impact the results.

The GenderMag questionnaire had a set of 9-point Likert questions. There are
20 questions, divided into questions related to each one of the facets. The scores
for each facet are added, and each individual is compared to the grand median
(median of medians) for that facet. If a participant is above the grand median on
a given facet, we name him/her Tim (on that facet alone). If (s)he is below, we
name him/her Abby (on that facet alone). Due to the way scores are calculated,
it is common that Pats are not present in the facets [95].

The creation and modification tasks were performed in a custom web-based
tool developed by the authors, available at [32]. The tool was implemented hav-
ing piStar [65] as a basis. Both creation and modification tasks share a common
structure, with 3 (three) Areas Of Interest (AOI): the problem description on
the left-hand side; the editor’s toolbar on top; and the canvas where participants
would create or modify the models. The understanding and reviewing tasks share
the same structure, with 3 (three) AOI: the language key on the left-hand side,
the question the participant is supposed to answer on top, and the iStar 2.0 model
about which the question is asked. Since the modelling tool had the editor’s tool-
bar with all the model elements and the corresponding names, the language key
was not needed in the creation and modification tasks.

The NASA-TLX questionnaire collected feedback on the participants’ percep-
tions concerning their effort on the performed task. It uses six dimensions: mental,
physical, and temporal demand; performance; effort; and frustration.

The demographic questionnaire collected the demographic information on the
participants.

All the materials used in this evaluation can be found in the paper’s
companion site [35].
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3.4 Tasks

In all the tasks, the domain was a booking management system for a hotel. We opted
for a relatively known domain to reduce the effect of the results being related to
difficulties in understanding the domain itself, and not due to the artefacts that
were under study. However, we are aware that tacit knowledge may also play an
important role in the performance of the participants.

Each participant completed 1 task. However, there were 4 types of tasks: cre-
ation, modification, understanding and reviewing. In the creation task, participants
had to create an iStar 2.0 model given a small problem description. In the modifi-
cation task, participants had to modify an initial iStar 2.0 model, given a problem
description and a new requirement. In the understanding task, participants had
to answer a total of 7 questions about a given iStar 2.0 model. The questions,
appearing in a random order, aimed to cover the main elements of an iStar 2.0 SR
model. Finally, in the reviewing task, participants had to identify semantic defects
on a given iStar 2.0 model, but we only informed the participants that their task
was to find “defects”. Explicitly describing the type of defects would have intro-
duced a bias in the participants’ attention. This way, each participant was free
to review the model using his best judgement as a real-world stakeholder would.
Typically, requirements modelling tools should protect the user against syntactic
defects, hence our choice for semantic ones.

The distribution of the tasks to the participants was random, but we balanced
the number of participants performing each task.

3.5 Hypotheses, parameters, and variables

For each one of the high level goals presented in Subsection 3.1, we define the null
(H0) and alternative hypotheses (H1). For G1, concerning creation tasks, we have
the following hypotheses:

H0Create: Differences in the levels of each facet do not impact the creation of iStar
2.0 models.

H1Create: Differences in the levels of each facet impact iStar 2.0 the creation of iStar
2.0 models.

These hypotheses are further refined to cope with accuracy, speed and ease.
For example, for accuracy:

H0CreateAcc: Differences in the levels of each facet do not impact the accuracy to
create iStar 2.0 models.

H1CreateAcc: Differences in the levels of each facet impact the accuracy to create
iStar 2.0 models.

And similar for speed and ease of creation. We follow the same approach to
define the null and the alternative hypotheses for G2, G3 and G4, concerning
modification, understanding, and reviewing tasks, respectively. These hypotheses
are also further refined to cope with accuracy, speed and ease.

The independent variables are the levels (Abby, Pats, Tim) on each of the
five GenderMag facets (motivation for using software, information processing style,
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computer self-efficacy, attitude towards risk, and ways of learning new technology).
The dependent variables are accuracy, speed, ease and perceived effort. For each
of these variables, there is a set of metrics. From Table 2 to 7, we present an
overview of these metrics. The first column shows the name of the variable, while
the second one has its abbreviation. The third column presents the range, and the
last column has the counting rule or formula for the metric calculation.

Assessing accuracy. In Table 2 we present the metrics for the dependent
variable accuracy. Higher values of precision, recall and f-measure, support the
claim of a better accuracy.

Table 2: Overview of the metrics for the dependent variable accuracy.

Name Abbreviation Range Counting rule

Precision – 0 ≤ x ≤ 1 number of gold standard elements retrieved
total number of retrieved elements

Recall – 0 ≤ x ≤ 1 number of gold standard elements retrieved
total number of gold standard elements

F-measure – 0 ≤ x ≤ 1
2 ∗ (precision ∗ recall)
(precision + recall)

Assessing speed. In Table 3 we present the metrics for the dependent variable
speed. Lower values of these metrics correspond to better speed, indicating that
the corresponding facet level may help in improving the speed with which the
models are created, modified, understood, or reviewed. While the overall duration
addresses the time spent in the task, first action, last action, first detection and
last detection provide a detailed picture of the moment when the participant starts
and ends providing valid feedback. The metrics first action and first detection are
similar, but applied to different tasks. The former is used in the creation and
modification tasks, while the latter is applied in the understanding and reviewing
tasks. They are related with the time taken by the participant to add the first
element (for creation and modification), or to report the first response element (for
understanding and reviewing). The same is valid for last action and last detection,
which are related with the last element. A higher value for processing duration
indicates that the participant stopped working on the task, but decided to revise
it before finishing.

Table 3: Overview of the metrics for the dependent variable speed.

Name Abbreviation Range Counting rule

Duration – 0 ≤ x completion time− start time
First action FirstAct 0 ≤ x first action time− start time
Last action LastAct 0 ≤ x last action time− start time
First detection FirstDet 0 ≤ x first detection time− start time
Last detection LastDet 0 ≤ x last detection time− start time
Processing duration ProcDur 0 ≤ x duration− last (action ∨ detection)

Assessing ease. The ease with which participants conduct their tasks is as-
sessed by effort measures. We focus on: the physical effort and the perception of
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effort reported by participants. The former is addressed with eye-tracking, EEG
and EDA, while the latter is assessed through NASA-TLX.

In Table 4 we present the metrics for the dependent variable visual ease, col-
lected with the eye-tracking device. A fixation is a stabilisation of the eye on a part
of the stimulus for a period of time between 200 and 300 ms. A higher number and
duration of fixations is associated with a higher visual attention in a given set of
AOIs (in this case, relevant vs. irrelevant model elements) [66,75,76]. Regarding
the average duration of fixation, a higher value indicates more time and attention
devoted to AOIs, [76,67,15], which is correlated with cognitive processes [24,31].
A saccade is a sudden and quick eye-movement lasting between 40 to 50 ms. A
higher number of saccades can be associated with a higher visual effort, meaning
the participant may be somewhat “lost”, making a more erratic navigation [85,
29,31,76]. A higher number of saccades to the key can also be associated with
difficulties with the modelling language.

Table 4: Overview of the metrics for the dependent variable visual ease: eye-
tracking

Name Abbreviation Range Counting rule

Fixation rate on
relevant elements

FixRel 0 ≤ x number of fixations on the relevant AOI
number of fixations on the AOG

Fixation rate on
irrelevant elements

FixIrrel 0 ≤ x number of fixations on the irrelevant AOI
number of fixations on the AOG

Average duration of
relevant fixations

AvgDurRelFix 0 ≤ x Σ duration of fixations on the relevant AOI
number of fixations on the relevant AOI

Average duration of
irrelevant fixations

AvgDurIrrelFix 0 ≤ x Σ duration of fixations on the irrelevant AOI
number of fixations on the irrelevant AOI

Total number of
saccades

TotSac 0 ≤ x Σ saccades

Total number of
saccades to the key

Sac2Key 0 ≤ x Σ saccades to the key AOI

In Table 5 we present the metrics for the dependent variable mental ease,
collected with the EEG scanner. The values for average attention, average men-
tal workload and average familiarity, are calculated based on specific frequency
bands, often referred to as alpha, beta, gamma, delta and theta. A decrease of al-
pha EEG activity and often an increase in theta EEG activity indicates an increase
in attention demand and working memory load [86,56]. A higher average attention
indicates the participant is engaged in the task, and a higher average mental work-
load indicates effort while performing it. For average familiarity, a higher value is
associated with memory accessing and lower effort while performing the task.

In Table 6 we present the metrics for the dependent variable emotional
ease, collected with the EDA scanner. A higher average skin conductive level is
linked to a greater cognitive load, task difficulty, and stress [80,58]. For computing
the heart rate variability, we used features that represent the difference in time
between two heart beats: RMSSD (root mean square of successive differences),
and NN50 (the number of pairs of successive beat-to-beat intervals that differ
more than 50ms). An increase in the heart rate, when in a stationary state, can
be related with anxiety [22,51] and mental stress [84].
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Table 5: Overview of the metrics for the dependent variable mental ease: EEG

Name Abbreviation Range Counting rule

Average attention AvgAttention 0 ≤ x ≤ 1 Σ attention value per ms
total duration in ms

Average mental workload AvgMentWL 0 ≤ x ≤ 1 Σ mental workload value per ms
total duration in ms

Average familiarity AvgFam 0 ≤ x ≤ 1 Σ familiarity value per ms
total duration in ms

Table 6: Overview of the metrics for the dependent variable emotional ease: EDA

Name Abbreviation Range Counting rule

Average skin conductive level AvgSCL 0.2 ≤ x ≤ 4 Σ SCL in µs
total number of SCL

Average RMSSD AvgRMSSD 10 ≤ x ≤ 120 Σ RMSSD in ms
total number of RMSSD

Average NN50 AvgNN50 1 ≤ x ≤ 70 Σ NN50 in ms
total number of NN50

In Table 7 we present the metrics for the dependent variable perceived
effort, assessed through the NASA-TLX questionnaire. Higher values, in all the
metrics, correspond to a greater perceived effort by the participant. Each metric
is weighted, in terms of its importance for the overall effort. The denominator
15 corresponds to the 15 paired comparison of all the 6 dimensions to access the
perceived workload [16].

Table 7: Overview of the metrics for the dependent variable perceived effort [92].

Name Abbreviation Range Counting rule

Mental de-
mand

MD 0 ≤ x ≤ 100 mental rating ∗ mental weight
15

Physical de-
mand

PD 0 ≤ x ≤ 100 physical rating ∗ physical weight
15

Temporal
demand

TD 0 ≤ x ≤ 100 temporal rating ∗ temporal weight
15

Performance Perf 0 ≤ x ≤ 100 performance rating ∗ performance weight
15

Effort Eff 0 ≤ x ≤ 100 effort rating ∗ effort weight
15

Frustration Frust 0 ≤ x ≤ 100 frustration rating ∗ frustration weight
15

NASA-TLX
Score

– 0 ≤ x ≤ 100 MD + PD + TP + Eff + Perf + Frust

3.6 Experimental design

This evaluation follows a quasi-experimental design, since the allocation of partic-
ipants to the tasks was random, but without a pre-selection process.

If a participant performed a given task, the next participant would be allocated
to a different one, so that that the number of participants performing each task
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would be balanced. The exception to this allocation was at the beginning of the
allocation to the creation and modification tasks, which caused us to have 10
more participants than on the other tasks. This difference was caused by the
way tasks were being allocated to participants: instead of changing the task from
participant to participant, the participants were allocated to the same task until we
had a reasonable number of participants performing that task. In particular, in the
beginning of the experiments, the first 10 participants performed the creation task,
and the next 10 participants performed the modification tasks. However, this could
have caused a greater unbalance in the number of participants performing each
task, if we were not able to find the same number of participants to perform the
other tasks, and taking into account the participants was voluntary. As such, the
remaining of the participants were allocated as in the previously described process:
if a participant performed the modification task, the next participant would be
allocated to the creation task, the next to the understanding task, and the next
one to the reviewing task. In both processes, in terms of tasks distribution, we
have a between-subjects design. This type of design is also called an independent
measures design because every participant is only subjected to a single treatment,
that is, only performs one of the tasks.

In a within-subjects design, we can have a smaller number of participants, as
every participant performs more than one task. Furthermore, there is a reduced
variability due to subject differences. However, a learning effect from one task to
the next could represent a confounding factor. Even if the order of the tasks was
changed, the results may still be affected by the ordering. With a between-subjects
design, on the other hand, there is no learning effect, nor a side effect due to the
ordering of the tasks. Nevertheless, it requires a higher number of participants and
augments the variability due to subject differences. In order to reduce the latter,
we have performed a random allocation of participants to tasks.

We opted for the between-subjects design for 3 main reasons: i) time; ii) fa-
tigue; and iii) the learning effect. In particular, in studies with practitioners, time
is a decisive factor. A quasi-experiment with multiple tasks may increase the mor-
tality of the participants, or discourage them from participating, in the first place.
Moreover, in a long experiment, the participants may become tired. This could de-
crease their performance on the last tasks. Alternatively, the learning effect may
cause them to improve their performance over the course of the studies. More-
over, a crossover design, where every participant is subjected to more than one
treatment, is complex [98] and it is discouraged based on the risk of performing
an incorrect analysis [94].

4 Execution

4.1 Preparation

We carried out the data collection with a laptop connected to an external 22
inch, widescreen, full HD monitor; a The Eye Tribe eye-tracker [91]; a NeuroSky
MindWave EEG headset [57]; a BioSignalsPlux Wristband [6] with BITalino [7]
EDA scanner; and an external mouse and keyboard. We prepared the session on
the laptop, and the participant had access to the external monitor, mouse and
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keyboard. Participants sat on a chair without wheels, to avoid movements that
could jeopardise the eye-tracker data.

We prepared the room setting so that all participants had similar conditions.
In our University, the same meeting room was used for all the studies. For the
experiments performed in software companies, the same room, in each company,
was allocated to the entire day. The room was only being used for the studies, and
there was only one participant in each session.

For the studies at our University, we scheduled the sessions according to par-
ticipants’ availability, with one hour between studies, so that the next participant
would not have to wait too long, nor that the previous participant felt there were
time constraints. For the studies at software companies, the participants appeared
when they had a break on their normal workflow, and if a session was not being
performed.

4.2 Procedure

When a participant arrived, (s)he sat on a chair in front of the external monitor,
and was informed that the experiment consisted of watching a tutorial on a require-
ments language and performing a task. We further informed the participant that
we would be recording the contents on the screen, tracking the eyes movement,
and collecting information on mental effort and heart rate. These explanations
where necessary so that the participant could comfortably use the biometric de-
vices. Finally, we explained (s)he could quit at any moment, and that there was
no time limit for performing the task.

The evaluation started with the participant reading the consent form. Next,
(s)he equipped the biometrics devices, after a demonstration on how to correctly
equip them. We then confirmed if the equipment were well placed. The goal of this
procedure was to make participants more comfortable than if it was the researcher
that had to touch the ear, head, or forehead of the participant. The EDA wristband
was placed on the participant’s non-dominant wrist, after removing any watches
or bracelets. The buckle of the wristband was adjusted by the participant to a
comfortable position (without it being too loose or too tight). Before putting
the EEG headset, participants with earrings were asked to remove them. Special
care was taken for participants with long hair so that it would not obstruct the
ear clip (which acts as a ground and reference). Due to the sensibility of the
forehead sensor, we helped the participant to remove any foundation (cosmetics)
from the forehead. We also helped participants with hair bangs, so that nothing
was obstructing the forehead sensor of the EEG headset. We helped the participant
seating comfortably so that the eyes would be around 50cm away from the screen.
The eye-tracker was placed below the screen, without blocking it. We adjusted the
eye-tracker’s angle to cope with differences among the participants’ height. We
then used the EyeTribe calibration application, only accepting good or excellent
calibrations (top levels of a 5 points ordinal scale) to proceed to the actual data
collection.

We asked the participant to watch the video of fish swimming while wearing
the biometric sensors. This allowed us to normalise the captured biometric data.

After that, the participant watched the video tutorial on iStar 2.0 and then
started performing the task. The audio was recorded since the participant needed
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to give the answers to the understanding and reviewing tasks out-loud. For the
creation and modification tasks, talking was not necessary, as the answer was being
recorded on the screen. In all the cases, no (bio)feedback was provided to the
participant during the entire evaluation, to avoid an unnecessary validity threat.

When the participant felt the task was completed, (s)he answered the NASA-
TLX questionnaire. Finally, the participant answered the demographic question-
naire, with the possibility of leaving an e-mail address for receiving the aggregated
results of the study, and the participant completed the GenderMag questionnaire.

The participant had control over the entire session, which means that, after
watching the video of fish swimming, (s)he would click on a continue button and
the video tutorial would start. After the video was finished, a new continue button
would appear and, when clicked, the task would be presented. When the partici-
pant felt the task was completed, (s)he would click on another continue button and
the NASA-TLX would appear. The procedure was the same for the demographic
questionnaire and the GenderMag questionnaire.

In the end, we thanked the participant for taking the time to be part of the
evaluation and answered any questions (s)he might have.

4.3 Deviations from the plan

During the modification task, there was a technical problem with the recording
of the EEG data, which lost the connection with the computer twice during the
collection process of 1 participant. Although the time that the collection was not
made was only 11 seconds, we decided to still exclude the EEG data for that
participant.

5 Analysis

5.1 Data set preparation

In each session, we recorded without pausing the video and audio. During the data
collection process, we took special care not to disturb, or distract, our participants.

For the creation and modification tasks, we had two gold-standard models (one
for each task), created and validated by experienced iStar 2.0 researchers. These
models were iterated and changed based on the data analysis, in the case of a
participant adding a particular model element that was useful and not covered
by the initial gold-standard model. For the creation task, the final gold-standard
model had 21 model elements (including actors’ links). The final gold-standard
model for the modification task had 19 model elements (also including actors’
links). In the end, all the models created or modified by the participants were
evaluated based on these gold-standard models. In this context, we can regard
the model elements in the gold-standard model as a closed set, with a complete
list of correct elements to be added to the model. When assessing each created
or modified model, we counted which of the final gold-standard model elements
were suitably represented in the participants’ models. All elements provided by
participants that were not found in the final gold-standard were counted as false
positives. Although the final gold-standard model was achieved based on the data
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analysis, the subjective nature of this assessment makes it possible that some of
the not included elements might have been a valid extension of the gold-standard
model. In the creation and modification tasks, the model creation tool collected
all the elements added or modified by the participant in a CSV file. We compared
the gold-standard file with the solution modelled by the participant.

Since the answers were given orally for the understanding and reviewing tasks,
preparation of those data was also necessary. For the understanding tasks, we had
a table with all the elements present in the model, one per column. When listening
to the answers, elements that a participant described as being the correct ones were
marked with 1, in a row dedicated to each participant. For the reviewing tasks,
the procedure was the same, but when the answer was different from the expected,
we added a column with that answer, if it was not already present. In the end,
the table contained all the answers given by the participants and their frequency.
These data allow us to analyse the participants’ accuracy.

We watched the video with the audio and manually collected the times when
the participant started and ended the tasks, as well as the first and last actions
or detections. Since the participant had control over the session, as explained in
Subsection 4.2, and the entire session was recorded in order to not disturb the par-
ticipants, we needed to have the times when a participant clicked on the continue
button and the task was presented, and the moment when a participant clicked on
the next continue button to finish the task and go the NASA-TLX questionnaire.
We also collected the timestamps for the clicks, but they were double-ckeced with
the times in the video. These data allow us to analyse the participants’ speed.

Concerning the eye-tracking data, the main areas of the stimulus and its ele-
ments were mapped into pixel coordinates to determine which regions and elements
the participants were looking at, and saved in a CSV file. This enabled tagging
the eye-tracking data with the elements being gazed at any given moment, which
was a necessary step for computing the eye-tracking metrics. The fixations and
corresponding durations were saved in a different CSV file, in order to calculate
the normalised fixation durations. These data allow us to analyse the participants’
visual ease.

Regarding the EEG and EDA scanners, the tools collecting the data save them
in a CSV file. Those files have the structure needed to perform the analysis on
the participant’s mental and emotional ease, without further preparing the data.
Similarly, no additional preparation is needed to analyse the participants’ perceived
effort, with NASA-TLX, nor to characterise the participants, with demographic
data and GenderMag.

5.2 Analysis procedure

We started by collecting descriptive statistics on our variables, to get an overview of
their distribution. For quantitative measurement, we collected the mean, standard
deviation, skewness and kurtosis. We also used box plots, Q-Q plots, and kernel
density plots, to help with the visual analysis of the distributions.

This was then complemented with Welch t-tests. A discussion on the benefits
of using Welch t-test for comparing distributions to detect statistically significant
differences in a robust way (as opposed to two samples t-test, or a non-parametric
alternative to it, such as the Mann-Whitney U test) is in [48].
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In terms of assessing accuracy, Chi-square would have been an adequate statis-
tic, instead of computing the metrics precision, recall and f-measure and applying
the Welch t-test. Chi-square is adequate for measuring differences in counts for a
category of items, and for analysing the relationship between two nominal vari-
ables, or a nominal and an ordinal variable. In our context, this means contrasting
the nominal problem-solving style (Abby versus Tim) with the frequency with
which a given outcome is achieved. This works well if we are assessing a small
number of possible outcomes. For instance, we could use two categories: the right
answer versus the wrong answer. However, we would be losing information con-
cerning how close participants were to getting the right answer. We could also
create more categories for grouping the outcomes (e.g. divide into quartiles). In
order not to lose information, we would need as many categories as possible out-
comes. We computed the number of relevant and irrelevant elements created by
the participants, in order to verify the results in terms of the Chi-square. Yet,
given our gold-standard models, we have a great variation in terms of the number
of relevant model elements (the categories) identified by the participants, spanning
from 0 to 19 (for the modification task) or from 0 to 21 (for the creation tasks).
This caused several categories to have less than 5 expected participants, which
makes the application of the Chi-square not advisable, as the results might not
be reliable. We also tested grouping the categories by quartiles and quintiles, but
the distribution was not uniform and caused us to lose information with the parti-
tions. Furthermore, the category grouping can introduce a validity threat related
to the arbitrariness in the division. Given the characteristics of the dataset, using
precision, recall and f-measure, and computing the Welch t-test, provides a better
grasp of this relationship.

5.3 Descriptive statistics

In Table 8, we present the descriptive statistics for the metrics collected in our data
analysis. For the sake of brevity, we only present the results concerning precision,
which is related with the dependent variable accuracy. Due to its high number,
the remainder of the data can be found in the paper’s companion site [35].

For each metric, the first 10 lines refer to the creation task, the next 10 refer
to the modification task, then 10 for the understanding task, and the last 10 are
related with the reviewing task. In the Facet column, Mot. stands for motiva-
tion; Inf. Proc. for information processing; S.E. for self-efficacy; Risk for attitude
towards risk; and Learn. for Learning style. For each facet, we divide them into
personas (Abby and Tim). We further present the mean, standard deviation, skew-
ness, kurtosis, and the p-value for the Shapiro-Wilk normality test.

The shape of the distributions suggests that, in some cases, normality is not a
reasonable assumption (p < 0.05). The variance of the distributions is not similar,
for several of these variables. The visual inspection of boxplot diagrams, Q-Q plots
and kernel density plots (omitted for the sake of brevity) further reinforced our
assessment concerning data normality.
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Table 8: Descriptive statistics for precision.

Task Facet Persona Mean S.D. Skew. Kurt. S-W

P
r
e
c
is

io
n

C
re

a
ti

o
n

Mot.
Abby .466 .214 -.090 .368 .794
Tim .511 .216 .384 -.751 .051

Inf. P.
Abby .534 .203 .244 -.544 .106
Tim .351 .199 .541 1.680 .421

S. E.
Abby .529 .208 .195 -.620 .237
Tim .432 .217 .374 .535 .397

Risk
Abby .680 .270 -1.680 2.303 .002
Tim .422 .134 -.030 .119 .092

Learn.
Abby .520 .264 -.403 -.292 .689
Tim .486 .199 .509 -.200 .050

M
o
d

ifi
ca

ti
o
n

Mot.
Abby .579 .169 .101 1.608 .115
Tim .565 .278 -.371 -.105 .057

Inf. P.
Abby .626 .217 -.256 .775 .046
Tim .379 .228 -.624 -.613 .228

S. E.
Abby .621 .227 -.349 .641 .122
Tim .480 .246 -.339 .762 .206

Risk
Abby .766 .248 -1.180 .718 .026
Tim .495 .193 -1.259 1.887 .000

Learn.
Abby .612 .231 .016 -.532 .981
Tim .557 .245 -.440 .696 .018

U
n

d
er

st
a
n

d
in

g

Mot.
Abby .705 .188 .261 -.922 .503
Tim .713 .260 -1.487 2.582 .001

Inf. P.
Abby .799 .160 -.324 -.403 .020
Tim .526 .269 -1.052 .751 .026

S. E.
Abby .746 .219 -1.773 5.517 .002
Tim .668 .256 -.837 1.272 .133

Risk
Abby .806 .212 -.692 -1.021 .009
Tim .654 .236 -1.672 3.339 .001

Learn.
Abby .540 .232 -1.238 3.262 .098
Tim .768 .213 -1.646 4.697 .000

R
ev

ie
w

in
g

Mot.
Abby .332 .248 .172 -1.462 .021
Tim .238 .163 .790 .461 .051

Inf. P.
Abby .350 .212 .530 -1.152 .013
Tim .231 .209 .659 -.746 .003

S. E.
Abby .381 .242 .098 -1.577 .107
Tim .241 .189 .608 -.540 .008

Risk
Abby .375 .249 -.266 -1.368 .010
Tim .186 .103 .267 -.774 .060

Learn.
Abby .296 .221 .649 -.687 .028
Tim .285 .218 .422 -1.023 .093

5.4 Hypotheses testing

We used Welch’s t-test, as it is robust to deviations from the normal distribution,
different sample sizes, and variance in the samples, thus following the recommenda-
tions on data analysis for Software Engineering empirical evaluations [48]. We are
using p < 0.05 for the level of significance and thus rejecting the null hypothesis.

For the sake of brevity, we only presented the results for the hypotheses testing
that are statistically significant. Due to its high number, the remainder of the data
can be found in the paper’s compation site [35].

RQ1: Does a difference in the level of each facet impact the accuracy, speed
and ease when performing creation tasks on iStar 2.0 models?
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In Table 9 we summarise the Welch t-test results for the creation task, as well
as present the mean and standard deviation for both Abby and Tim, for all the
metrics that had a statistically significant difference. The only exception is the
motivation facet, where we found no statistical evidence of differences between
participants identified as Abby and the ones identified as Tim.

Table 9: Hypothesis testing for the creation task

Facet Metric
Mean S.D.

Sig.
Abby Tim Abby Tim

Motivation – – – – – –

Information Precision .534 .351 .203 .199 .016
processing LastAct 1262.692 2026.64 599.587 797.359 .011

ProcDur 440.872 72.818 310.583 101.016 .000
FixIrrel 5.948 1.471 4.362 1.657 .000
AvgDurRelFix 506.559 907.655 202.686 325.390 .002
AvgDurIrrelFix 879.526 468.981 346.001 378.193 .005
AvgAttention .785 .600 .163 .215 .020
AvSCL 768.744 868.636 138.863 99.617 .014
HRVarNN50 23.625 36.810 20.380 15.996 .035
NASA-TLX 75.855 51.152 18.931 19.545 .002

Self-efficacy Duration 1596.063 2136.611 551.620 683.933 .008
LastAct 1067.531 2076.500 423.516 674.687 .000
ProcDur 528.531 60.111 271.804 81.166 .000
FixIrrel 6.187 2.787 4.601 2.799 .002
AvgDurRelFix 463.663 827.932 173.218 301.122 .000
AvgMentWL .7563 .578 .180 .180 .002
NASA-TLX 78.208 56.574 18.264 20.207 .001

Risk Precision .680 .422 .270 .134 .004
Recall .440 .678 .230 .216 .003
FirstAct 343.429 189.333 253.290 133.427 .046
NASA-TLX 82.571 65.694 16.578 21.534 .006

Learning style Duration 2471.333 1575.711 716.492 458.800 .001
FirstAct 487.250 152.026 172.717 96.349 .000
LastAct 2001.000 1250.684 878.572 555.106 .015
FixIrrel 3.020 5.577 2.840 4.574 .028
NASA-TLX 87.750 64.947 15.762 20.268 .000

Again for the sake of brevity, we will only illustrate how to present the results
of the hypotheses testing by describe the results for the information processing
facet, as follows.

There was a statistically significant difference in variables concerning the accu-
racy, speed and ease. The precision achieved by participants identified as Abby in
the information processing facet was higher (M = .534, SD = .203) than the one
achieved by participants identified as Tim (M = .351, SD = .199, t(1) = 7.208,
p = .016). The time for performing the last action was lower for Abby (M =
1262.692, SD = 599.587) than for Tim (M = 2026.64, SD = 797.359, t(1) = 8.708,
p = .011). The number of irrelevant fixations was higher for Abby (M = 5.948,
SD = 4.362) than for Tim (M = 1.471, SD = 1.657, t(1) = 27.178, p = .000).
The average duration of relevant fixations was lower for Abby (M = 506.559,
SD = 202.686) Tim (M = 907.655, SD = 325.390, t(1) = 15.065, p = .002).
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On the other hand, The average duration of irrelevant fixations was higher for
Abby (M = 879.526, SD = 346.001) than for Tim (M = 468.981, SD = 378.193,
t(1) = 10.487, p = .005). The average attention was higher for Abby (M = .785,
SD = .1631) than for Tim (M = .600, SD = .214, t(1) = 7.007, p = .020). The
average skin conductive level was lower for Abby (M = 768.744, SD = 138.863)
than for Tim (M = 868.636, SD = 99.617, t(1) = 7.145, p = .014). The heart rate
variability (for NN50) was lower for Abby (M = 23.625, SD = 20.380) than for
Tim (M = 36.810, SD = 15.996, t(1) = 5.126, p = .035). Finally, the perceived ef-
fort was higher for Abby (M = 75.855, SD = 18.931) than for Tim (M = 51.152,
SD = 19.545, t(1) = 13.895, p = .002).

RQ2: Does a difference in the level of each facet impact the accuracy, speed
and ease when performing modification tasks on iStar 2.0 models?

In Table 10 we summarise the Welch t-test results for the modification task,
as well as present the mean and standard deviation for both Abby and Tim, for
all the metrics that had a statistically significant difference.

Table 10: Hypothesis testing for the modification task

Facet Metric
Mean S.D.

Sig.
Abby Tim Abby Tim

Motivation Precision .679 .565 .169 .278 .048

Information Precision .626 .375 .217 .228 .005
processing FixIrrel 5.111 .253 4.350 .356 .000

AvgDurRelFix 379.207 835.262 273.123 397.556 .003
AvgDurIrrelFix 704.546 309.635 454.026 341.011 .005
AvgMentWL .721 .564 .188 .1963 .032
AvgAttention .721 .473 .163 .179 .001
HRVarRMSSD 64.168 43.794 22.029 17.993 .045

Self-efficacy Precision .621 .480 .226 .246 .045
Duration 1086.686 1647.722 571.192 683.284 .006
ProcDur 414.125 210.111 254.964 235.163 .007
FixIrrel 5.360 1.698 4.678 2.301 .001
AvgDurRelFix 347.516 714.247 279.480 362.099 .001
AvgDurIrrelFix 684.150 499.472 457.580 450.531 .018

Risk Precision .766 .495 .248 .193 .002
FirstAct 268.857 127.750 160.808 91.590 .007
HRVarRMSSD 32.307 48.667 15.493 21.288 .005

Learning style FixIrrel 4.559 2.404 4.626 2.841 .042
AvgDurRelFix 424.178 654.849 274.552 515.699 .036
AvgDurIrrelFix 812.657 556.089 547.578 417.058 .046

RQ3: Does a difference in the level of each facet impact the accuracy, speed
and ease when performing understanding tasks on iStar 2.0 models?

In Table 11 we summarise the Welch t-test results for the understanding task,
as well as present the mean and standard deviation for both Abby and Tim, for
all the metrics that had a statistically significant difference.
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Table 11: Hypothesis testing for the understanding task

Facet Metric
Mean S.D.

Sig.
Abby Tim Abby Tim

Motivation Duration 746.692 630.259 190.005 220.225 .044
NASA PD 26.154 16.111 23.993 18.257 .042
NASA TD 33.077 29.259 20.263 23.234 .048
NASA MD 70.185 59.231 9.352 12.221 .010
NASA Frust 50.385 44.333 24.871 23.205 .032

Information Precision .800 .526 .159 .269 .004
processing Recall .802 .669 .192 .345 .032

ProcDur 32.462 19.667 15.197 15.750 .021
FixIrrel 5.286 .954 4.952 .442 .000
AvgDurRelFix 153.963 194.154 57.581 32.844 .008
AvgDurIrrelFix 557.462 436.889 98.531 172.742 .008
AvgMentWL .593 .385 .234 .172 .003
AvgAttention .607 .354 .159 .166 .000
HRVarRMSSD 39.924 31.328 21.717 15.268 .016
NASA PD 33.462 12.593 22.396 15.955 .014
NASA MD 69.259 61.154 12.224 7.403 .007
NASA Eff 67.037 59.615 15.333 11.266 .044

Self-efficacy FirstDet 529.833 428.364 175.756 148.394 .036
FixIrrel 4.911 2.614 4.939 3.758 .010
AvgDurRelFix 150.693 186.986 56.832 43.693 .028
AvgDurIrrelFix 535.958 427.080 131.080 170.496 .028
AvgMentalWL .591 .444 .229 .223 .048
AvgAttention .559 .483 .194 .204 .040
NASA PD 23.333 16.136 21.828 19.330 .028
NASA MD 69.546 63.056 11.742 10.310 .041

Risk Precision .806 .654 .212 .236 .043
FirstDet 548.933 429.080 221.712 105.405 .045
HRVarRMSSD 23.929 45.051 7.551 21.142 .000
NASA PD 30.333 12.800 24.818 14.367 .022
NASA TD 42.667 23.200 26.313 15.604 .017
NASA Frust 58.333 43.400 26.027 20.296 .039

Learning style Duration 736.100 645.433 167.655 227.318 .019
FirstDet 585.400 436.900 161.670 154.124 .023
FixIrrel 4.870 .900 4.861 .382 .000
AvgDurRelFix 161.358 184.025 56.830 41.914 .039
AvgDurIrrelFix 527.075 459.075 125.742 170.489 .048
Sac2Key 62.000 59.200 8.028 9.080 .037
NASA PD 31.000 15.500 22.828 18.539 .044

RQ4: Does a difference in the level of each facet impact the accuracy, speed
and ease when performing reviewing tasks on iStar 2.0 models?

In Table 12 we summarise the Welch t-test results for the reviewing task, as
well as present the mean and standard deviation for both Abby and Tim, for all
the metrics that had a statistically significant difference. The only exception is the
motivation facet, where we found no statistical evidence of differences between
participants identified as Abby and the ones identified as Tim.
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Table 12: Hypothesis testing for the reviewing task

Facet Metric
Mean S.D.

Sig.
Abby Tim Abby Tim

Motivation – – – – – –

Information Precision .350 .231 .212 .209 .042
processing FixIrrel 6.502 3.143 4.372 1.239 .003

AvgDurRelFix 782.606 1345.912 187.822 314.759 .000
AvgDurIrrelFix 1234.623 881.065 340.453 409.4403 .005
AvgMentWL .815 .580 .1725 .174 .000
AvgAttention .830 .700 .153 .178 .018
HRVarNN50 50.569 29.749 13.898 20.051 .001

Self-efficacy Precision .381 .241 .242 .189 .042
Duration 1721.000 1966.923 755.369 834.556 .035
FixIrrel 5.756 4.319 4.059 3.300 .027
AvgDurRelFix 895.964 1154.878 342.613 378.933 .036
AvgDurIrrelFix 1263.883 946.900 435.575 360.923 .029
AvgMentWL .757 .665 .183 .217 .017
AvgAttention .886 .700 .103 .1743 .000
NASA TD 59.286 48.462 31.856 24.322 .028
NASA MD 96.429 83.462 7.703 14.951 .001
NASA Frust 90.000 65.000 15.317 31.528 .002
NASA Eff 86.786 72.308 13.951 19.608 .011

Risk Precision .375 .186 .249 .103 .003
Recall .253 .538 .201 .190 .000
FirstDet 778.818 490.389 193.621 81.657 .000
FixIrrel 6.941 4.677 4.494 2.174 .048
AvgDurRelFix 862.229 1229.554 259.491 393.113 .001
AvgDurIrrelFix 1135.823 994.043 424.176 401.173 .029
NASA TD 62.955 51.389 27.109 28.274 .049
NASA Frust 85.227 59.722 14.677 36.480 .011

Learning style FirstDet 705.750 592.300 210.544 199.112 .048

6 Discussion

6.1 Evaluation of results and implications

RQ1: Does a difference in the level of each facet impact the accuracy, speed and
ease when performing creation tasks on iStar 2.0 models?

We found no evidence that the motivation facet impacts the accuracy, speed
or ease for the creation task.

Assessing accuracy. Participants identified as Abby in the information pro-
cessing and in the risk facets had a higher precision when compared with those
identified as Tim. However, recall for Abby in the risk facet was lower. Our inter-
pretation is that Tim is able to achieve a higher recall because he is risk-tolerant,
and takes a chance even when he is not sure. Yet, this causes his precision to be
lower. Abby is risk-averse and only answers when she is sure. As such, when she
answers, her answer tends to be correct, but incomplete (she does not add a model
element if she is not absolutely confident). As such, the iStar 2.0 models created
by Abby in the risk facet were less complex, but also less complete.
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Assessing speed. We found that Abbys in the learning style were slower than
the ones characterised as Tim, taking ≈ 10 minutes more in the overall duration
of the task. However, Abby in the self-efficacy facet took less time to complete
the task. Our interpretation for the latter is that, without someone to first show
how tasks of this type could be performed, Abby felt she had already given her
best and decided to finish the task earlier. For the former, since Tim tends to
have a tinkering approach (playfully experimenting with the tool and the model
elements), this may help him to be faster. Note that Tim in the risk and learning
style facets makes the first action in the model really early. In fact, he starts
trying to solve the task even before finishing reading the problem description. As
for Abby, she only starts after some time. Finally, in the self-efficacy facet, the
processing duration was lower for Tim. This means that, after the creation of the
models, Tim submits it without performing a revision. We argue that this is due
to his high confidence in his work.

Assessing ease. There was a greater visual effort for Abby in the information
processing and self-efficacy facets, observable through a higher number of irrele-
vant fixations and average duration of irrelevant fixations. However, Abby has a
lower average duration of relevant fixations. Our interpretation is that Tim, being
more selective in the way he processes information, is able to focus more on the rel-
evant fixations. As for Abby, she tends to further analyse the information provided,
hence the higher number and average duration of irrelevant fixations. There was
a greater mental effort for Abby in information processing and self-efficacy facets,
observable through higher average attention (for information processing) and a
higher average mental workload (for self-efficacy). Since Abby is more comprehen-
sive when processing information, her level of attention indicates she is engaged in
the task. Similarly, given that she as a low self-efficacy, her mental workload be-
comes higher, indicating effort while performing the task. There was also a greater
cognitive load for Abby in the information processing facet, observable through a
higher average skin conductive level. For the same facet, Tim’s heart rate variabil-
ity was higher. Our interpretation is that Tim was excited when performing the
task. In all the facets (except motivation), there was a greater perceived effort for
Abby than for Tim. Participants characterised as Abby in the learning style and
risk facets had a higher perceived physical demand than the ones characterised as
Tim. The perceived temporal demand was also higher for Abby in the self-efficacy,
learning style, and risk facets. The perceived mental demand was higher for Abby
in the information processing facet. Finally, the frustration was higher for Abby in
all the facets. This is in line with the results obtained in terms of accuracy, speed,
and biometric data, meaning the participants were well aware of their performance
and effort on the task.

Summary of the results. In Table 13 we summarise the results for the
creation task. For each persona, we indicate if the result was higher or lower, in
comparison with the other persona. Higher and lower values can be interpreted dif-
ferently depending on the metric, so the results considered better were highlighted
in green , and the ones considered worst were highlighted in red . For example,
having a higher precision is considered better, but having a lower NASA-TLX is
considered better as well, since it means the participants had a lower perceived
effort. We followed the same procedure for the remaining research questions.
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Table 13: Summary of the results for the creation task

Facet Metric
Persona

Abby Tim

Motivation – – –

Information Precision Higher Lower
processing LastAct Lower Higher

ProcDur Higher Lower
FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
AvgAttention Higher Lower
AvSCL Lower Higher
HRVarNN50 Lower Higher
NASA-TLX Higher Lower

Self-efficacy Duration Lower Higher
LastAct Lower Higher
ProcDur Higher Lower
FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgMentWL Higher Lower
NASA-TLX Higher Lower

Risk Precision Higher Lower
Recall Lower Higher
FirstAct Higher Lower
NASA-TLX Higher Lower

Learning style Duration Higher Lower
FirstAct Higher Lower
LastAct Higher Lower
FixIrrel Lower Higher
NASA-TLX Higher Lower

RQ2: Does a difference in the level of each facet impact the accuracy, speed
and ease when performing modification tasks on iStar 2.0 models?

Assessing accuracy. Participants identified as Abby in the motivation, self-
efficacy, information processing, and risk facets had a higher precision when com-
pared with those identified as Tim. However, there were no differences in terms
of recall. Still, some patterns emerged, as in the creation task. Abby is risk-averse
and only answers when she is sure. Her answer tends to be correct, but incomplete
(she does not change, add, or remove a model element if she is not absolutely
confident). As such, the complexity of the iStar 2.0 SR models modified by Abby
in the risk facet was lower, but the completeness of those models was lower as
well. In fact, in the risk facet, Abby tended to make fewer changes than Tim.

Assessing speed. Participants identified as Abby in the self-efficacy facet
took less time to complete the task when compared with those identified as Tim.
Our interpretation is that, without someone to first show how tasks of this type
could be performed, Abby felt she had already given her best and decided to finish
the task earlier. Tim in the risk facet makes the first action in the model really
early. In fact, he starts trying to solve the task even before finishing reading the
problem description. As for Abby, she only starts after some time. Finally, in the
self-efficacy facet, the processing duration was lower for Tim. This means that,
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after the modification of the model, Tim submits it without performing a revision.
We argue that this is due to his high confidence in his work.

Assessing ease. Participants characterised as Abby in the information pro-
cessing, self-efficacy, and learning style facets had a greater visual effort, observable
through a higher fixation rate on irrelevant elements and average duration of irrel-
evant fixations. However, Abby had a lower average duration of relevant fixations.
Our interpretation is that Tim, being more selective in the way he processes in-
formation, is able to focus more on the relevant elements. As for Abby, she tends
to further analyse the information provided, hence the focus on the irrelevant el-
ements. There was a greater mental effort for Abby in the information processing
facet, observable through higher average attention and average mental workload.
Since Abby is more comprehensive when processing information, her level of at-
tention indicates she is highly engaged in the task. There was also a difference
in terms of cognitive load. Participants characterised as Tim had a higher heart
rate variability, for RMSSD, than the ones identified as Abby. Since Tim is risk-
tolerant, our interpretation is that Tim was excited when performing the task.
On the other hand, participants identified as Abby in the information processing
style had a higher heart rate variability, for RMSSD, than the ones characterised
as Tim. Given that Abby is more comprehensive when processing information, we
argue that the number of model elements to analyse and possibly change might
have made her feel more stressed and anxious. There was no difference in terms
of perceived effort for all the facets. Our interpretation is that modification tasks
are perceived as easier than creation tasks.

Summary of the results. In Table 14 we summarise the results for the
modification task.

Table 14: Summary of the results for the modification task

Facet Metric
Mean

Abby Tim

Motivation Precision Higher Lower

Information Precision Higher Lower
processing FixIrrel Higher Lower

AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
AvgMentWL Higher Lower
AvgAttention Higher Lower
HRVarRMSSD Higher Lower

Self-efficacy Precision Higher Lower
Duration Lower Higher
ProcDur Higher Lower
FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower

Risk Precision Higher Lower
FirstAct Higher Lower
HRVarRMSSD Lower Higher

Learning style FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
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RQ3: Does a difference in the level of each facet impact the accuracy, speed
and ease when performing understanding tasks on iStar 2.0 models?

Assessing accuracy. Participants characterised as Abby in the information
processing and risk facets have higher precision when compared with those iden-
tified as Tim. Furthermore, Abby in the information processing facet also had a
higher recall. There were no differences in terms of recall for the risk facet. Our
interpretation is that analysing the iStar 2.0 SR model comprehensively helped
Abby to better understand it.

Assessing speed. Participants characterised as Abby in the learning style
and motivation facets were slower than the ones characterised as Tim, taking ≈
4 minutes more in the overall duration of the task. Since Tim tends to have a
tinkering approach, we argue this may help him to be faster. Tim in the risk,
learning style and self-efficacy facets makes the first detection in the model really
early. In fact, he starts trying to solve the task even before finishing reading the
question. As for Abby, she only starts after some time. Finally, in the information
processing facet, the processing duration is higher for Abby. Our interpretation
is that, since Abby is comprehensive when analysing information, she prefers to
revise the model to make sure that nothing was forgotten.

Assessing ease. Participants characterised as Abby in the information pro-
cessing, self-efficacy, and learning style facets had a greater visual effort, observable
through a higher fixation rate on irrelevant elements and average duration of irrel-
evant fixations. However, Abby had a lower average duration of relevant fixations.
Our interpretation is that Tim, being more selective in the way he processes in-
formation, is able to focus more on the relevant elements. As for Abby, she tends
to further analyse the information provided, hence the focus on the irrelevant ele-
ments. Furthermore, participants characterised as Abby in the learning style facet
had a higher total number of saccades to the key. We argue that Abby looked more
to the key in order to make sure she completely understood the elements in the
element, in order to be able to select the correct one. There was a greater mental
effort for Abby in the information processing and self-efficacy facets, observable
through a higher average attention and average mental workload. Since Abby is
more comprehensive when processing information, her level of attention indicates
she is highly engaged in the task. Similarly, given that she as a low self-efficacy,
her mental workload becomes higher, indicating effort while performing the task.
There was also a difference in terms of cognitive load. Participants characterised
as Tim in the risk facet had a higher heart rate variability, for RMSSD, than the
ones identified as Abby. Since Tim is risk-tolerant, our interpretation is that Tim
was excited when performing the task. On the other hand, participants identified
as Abby in the information processing style had a higher heart rate variability, for
RMSSD, than the ones characterised as Tim. Given that Abby is more comprehen-
sive when processing information, we argue that the number of model elements to
analyse might have made her feel more stressed and anxious. In all the facets, there
was a greater perceived effort for Abby than for Tim. Participants characterised
as Abby in the motivation, self-efficacy, learning style, information processing, and
risk facets had a higher perceived physical demand than the ones characterised
as Tim. However, it was lower than 40 (out of 100) for both Abby and Tim. The
perceived temporal demand was also higher for Abby in the motivation, and risk
facets. The perceived mental demand was higher for Abby in the motivation, self-
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efficacy, and information processing facets. Finally, the frustration was higher for
Abby in the motivation and risk facets, while the perceived effort was higher for
Abby in the information processing facet. This is in line with the results obtained
in terms of speed, and biometric data, meaning the participants were well aware
of their effort on the task.

Summary of the results. In Table 15 we summarise the results for the
understanding task.

Table 15: Summary of the results for the understanding task

Facet Metric
Mean

Abby Tim

Motivation Duration Higher Lower
NASA PD Higher Lower
NASA TD Higher Lower
NASA MD Higher Lower
NASA Frust Higher Lower

Information Precision Higher Lower
processing Recall Higher Lower

ProcDur Higher Lower
FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
AvgMentWL Higher Lower
AvgAttention Higher Lower
HRVarRMSSD Higher Lower
NASA PD Higher Lower
NASA MD Higher Lower
NASA Eff Higher Lower

Self-efficacy FirstDet Higher Lower
FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
AvgMentalWL Higher Lower
AvgAttention Higher Lower
NASA PD Higher Lower
NASA MD Higher Lower

Risk Precision Higher Lower
FirstDet Higher Lower
HRVarRMSSD Lower Higher
NASA PD Higher Lower
NASA TD Higher Lower
NASA Frust Higher Lower

Learning style Duration Higher Lower
FirstDet Higher Lower
FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
Sac2Key Higher Lower
NASA PD Higher Lower
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RQ4: Does a difference in the level of each facet impact the accuracy, speed
and ease when performing reviewing tasks on iStar 2.0 models?

We found no evidence that the motivation facet impacted the accuracy, speed,
or ease for the reviewing task.

Assessing accuracy. Participants identified as Abby in the information pro-
cessing, self-efficacy, and risk facets have higher precision when compared with
those identified as Tim. However, recall for Abby in the risk facet was lower.
Our interpretation is that Tim is able to achieve a higher recall because he is
risk-tolerant, and takes a chance even when he is not sure. Yet, this causes his
precision to be lower. Abby is risk-averse and only answers when she’s sure. As
such, when she answers, her answer tends to be correct, but incomplete.

Assessing speed. Participants identified as Abby in the self-efficacy facet
took less time to complete the task than Tim. Our interpretation is that, without
someone to first show how tasks of this type could be performed, Abby felt she
had already given her best and decided to finish the task earlier. Tim in the risk
and learning style facets starts answering the defects found in the model really
early. As for Abby, she only starts after some time.

Assessing ease. Participants characterised as Abby in the information pro-
cessing, self-efficacy, and risk facets had a greater visual effort, observable through
a higher fixation rate on irrelevant elements and average duration of irrelevant fix-
ation. However, Abby had a lower average duration of relevant fixations. Our
interpretation is that Tim, being more selective in the way he processes informa-
tion, is able to focus more on the relevant elements. As for Abby, she tends to
further analyse the information provided, hence the focus on the irrelevant ele-
ments. There was a greater mental effort for Abby in the information processing
and self-efficacy facets, observable through a higher average attention and average
mental workload. Since Abby is more comprehensive when processing information,
her level of attention indicates she is highly engaged in the task. There was also a
difference in terms of cognitive load. Participants identified as Abby in the infor-
mation processing style had a higher heart rate variability, for NN50, than the ones
characterised as Tim. Given that Abby is more comprehensive when processing
information, we argue that the number of model elements to analyse might have
made her feel more stressed and anxious. Participants characterised as Abby in the
self-efficacy and risk facets had a higher perceived temporal demand than the ones
characterised as Tim. The perceived mental demand was higher for Abby in the
self-efficacy facet. Finally, the frustration was higher for Abby in the self-efficacy
and risk facets, while the perceived effort was higher for Abby in the self-efficacy
facet. This is in line with the results obtained in terms of biometric data, meaning
the participants were well aware of their effort on the task.

Summary of the results. In Table 16 we summarise the results for the
reviewing task.

6.2 Threats to validity

For the identification of the threats to validity, we are following Wohlin et al.’s
guidelines [98].

Internal validity. We used a combination of convenience and snowball sam-
pling. This can cause a selection threat, since the participants tend to be more
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Table 16: Summary of the results for the reviewing task

Facet Metric
Mean

Abby Tim

Motivation – – –

Information Precision Higher Lower
processing FixIrrel Higher Lower

AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
AvgMentWL Higher Lower
AvgAttention Higher Lower
HRVarNN50 Higher Lower

Self-efficacy Precision Higher Lower
Duration Lower Higher
FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
AvgMentWL Higher Lower
AvgAttention Higher Lower
NASA TD Higher Lower
NASA MD Higher Lower
NASA Frust Higher Lower
NASA Eff Higher Lower

Risk Precision Higher Lower
Recall Lower Higher
FirstDet Higher Lower
FixIrrel Higher Lower
AvgDurRelFix Lower Higher
AvgDurIrrelFix Higher Lower
NASA TD Higher Lower
NASA Frust Higher Lower

Learning style FirstDet Higher Lower

motivated to be part of the experiments, considering that their participation is
entirely voluntary. However, we found no evidence of this in the results. Further-
more, we plan to launch a replication of this experiment with participants selected
through a recruitment call, and we have made available an independent replication
package to colleagues from other organisations and countries.

Conclusion validity. Although we have a significantly high number of partic-
ipants, higher than most sample sizes reported, in particular, in other eye-tracking
experiments (see [76]), the sample size is always a risk, as results may not apply to
even larger populations. We encourage replications of the quasi-experiment with
a larger group. However, the distribution of participants on the GenderMag facets
was not balanced. The distribution of participants to tasks did not take into ac-
count their facets, which may have influenced the results. Future replications can
ask participants to first reply to the GenderMag questionnaire, and then assign
the tasks in a way that the facets are evenly distributed across them.

External validity. Overall, our participants had little to no prior knowledge
in i* or iStar 2.0, and they skew young (with an average of 27 years old). Although
this made them representatives of stakeholders with low requirements engineering
expertise, by having participants with a greater level of experience, and with a
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wider range of age groups, we could analyse the differences between these profiles.
Further research is needed to assess how different facet levels in experienced i* or
iStar 2.0 users would impact the results, as well as in more mature participants.
Furthermore, the iStar 2.0 models used in the understanding and reviewing tasks
were relatively small, with only 2 actors and 25 elements (with 11 inside each ac-
tor, and 3 dependums). The problem description of the creation and modification
tasks was also simple, in order to produce a small model as well. These models
may not be representative of the ones used in industry, thus introducing an in-
teraction of setting and treatment threat. In the performed quasi-experiments, we
could not use larger models since we were limited by the technical specifications of
the eye-tracker device, such as constraints in the external monitor dimensions and
in the participant distance to the eye-tracker. The fonts and symbols used had to
be big enough for easy visualisation by all participants. As such, the tested models
are fragments of larger ones. Notwithstanding, presenting only model fragments
to focus the attention of the stakeholders is a common technique for improving
communication with them. Even so, in a future replication, it is important to vary
the complexity of these models, to assess whether there is a significant variation on
the success and effort on the tasks as models become more complex. Moreover, we
only analysed one domain: a booking management system for a hotel. We opted for
a relatively known domain in order to reduce the effect of the results being related
to difficulties in understanding the domain itself, and not due to the requirements
languages that were under study. We are also aware that tacit knowledge may
play an important role in the performance of the participants. However, our goal
was to evaluate the requirements languages, thus reducing confounding effects was
considered a priority. Finally, all tasks were in English. However, our participants
have Portuguese as their mother tongue. We decided to create all the materials
in English so they could be used in independent replications by international re-
searchers. However, limited English proficiency could have impacted the results.
Nevertheless, all the participants were at ease with the English language and we
found no impact of this decision in the results obtained.

Construct validity. We showed a video tutorial about iStar 2.0, and after-
wards participants were asked to create, modify, understand or review an iStar
2.0 model, so they might have felt that they were being evaluated. This may have
caused an evaluation apprehension threat, where participants try to look better.
To mitigate this threat, we have not informed them about what exactly was being
tested, that is, their accuracy, speed and ease in the performed tasks. Furthermore,
we are aware that measuring precision and recall over a set of possible right an-
swers is potentially problematic. However, given the characteristics of our dataset,
explained in Subsection 5.2, we argue these were the appropriate metrics to use
in our context. There is a risk that the final gold-standard model is not complete
and there may be further valid extensions that were not considered. We mitigate
this threat by having experienced iStar 2.0 researchers creating and validating the
gold-standard models, as well as changing the models based on the data analysis.

6.3 Inferences

It’s not easy to review an iStar 2.0 SR model. Our participants really strug-
gled when reviewing the models. When compared to the other tasks, participants
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achieved a much lower precision and recall in the reviewing task, with the results
being lower than 40% in the majority of the facets, and independently on the
persona. All the other tasks had precision and recall higher than 50%. However,
this was somewhat expected. Reviewing a model can be hard, since it involves not
only reasoning about what the model represents, but also about what it does not
represent (and should), and what is misrepresented. In general, participants had
little to no prior knowledge on iStar 2.0, although some participants had learnt it
in the context of a course. We found no statistically significant difference in the
performance for these two profiles. However, we are confident that, with proper
training, participants would be able to achieve a higher performance. Nonethe-
less, the obtained results can also mean that iStar 2.0 is possibly not a good suit
for communication with stakeholders not knowledgeable on the language, even
through the results for the understanding task were good.

Information processing and risk have impact on accuracy. Partici-
pants identified as Abby in these facets were able to achieve an acceptable level
of precision, even without much training. However, her attitude towards risk is
undermining the recall. We argue that, with training, Abby would become more
confident in her skills and could achieve great results for both precision and recall.
As for Tim, making him aware that risking too much is possibly sabotaging his
results could help with his precision.

Information processing, self-efficacy, risk and learning style have im-
pact on speed. Participants characterised as Abby in these facets tends to take
longer to act upon the model, because she’s collecting the highest possible number
of information. When she finishes the task at hand, Abby revises the model and
reads the problem description again. As for Tim, he tends to submit the model
without any further review. We argue that a lower duration is not always a desir-
able outcome, if it compromises the accuracy of task, which we interpret has being
the Tim’s case. By not revising the model, Tim may be losing an opportunity for
improvement and for higher precision.

Information processing, self-efficacy and risk have impact on ease.
Participants identified as Abby in these facets has a more comprehensive analysis
of the problem description and the model elements available in the editor’s toolbar
or in the language key. The visual effort, attention and mental workload is higher
due to this thorough inspection. Plus, in general, Abby is more engaged at the
task she is performing. Tim, however, is able to better separate what is relevant
from what is not, and he is more confident on his skills and overall performance
on the tasks (even though, in some cases, the perceived performance was not in
line with the accuracy results). We argue that, in this particular scenario, having
a higher effort is not perceived as being harmful. Nonetheless, being able to more
precisely understand what is relevant is a great advantage in terms of effort.

People diversity is key. The complementarity of results achieved by Abby
and Tim suggests that, rather than targeting the requirements process to one of
them, there is more to be gained in leveraging their diversity. One possible way of
doing so would be to build up teams with this diversity in terms of information
processing, self-efficacy and risk.
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7 Conclusions and future work

We performed a quasi-experiment to report the impact of different levels in each
of the five GenderMag facets, when creating, modifying, understanding, or review-
ing iStar 2.0 models. We measured the accuracy, speed and ease of a total of 180
participants. We used metrics of task success, time, and effort, collected with eye-
tracking, EEG and EDA sensors, and participants’ feedback through a NASA-TLX
questionnaire. The data collected showed that participants with a comprehensive
information processing style and a conservative attitude towards risk (characteris-
tics more frequently seen in females) took longer to start performing the tasks but
had a higher accuracy. The visual and mental effort was also higher for these par-
ticipants. The complementarity of results suggests there is more gain in leveraging
people’s diversity.

As of the writing of this paper, the i* standardisation process is not yet con-
cluded, and there is a need for studies about iStar 2.0 ease of use, adequacy
for teaching, expressiveness, graphical notation, automated reasoning techniques,
among others [21]. Our work can help in this validation process. The results showed
that different problem-solving styles had an impact on the performed tasks. Since
our participants had little to no prior knowledge in i* or iStar 2.0 and they all
watched the same video tutorial on the language, we argue that the different
problem-solving styles should be taken into consideration when teaching iStar 2.0.

In terms of the generalisability of our results, and although they were in line
with those presented in previous work regarding the usage of the GenderMag
questionnaire, it is still necessary to assess how consistently our results occur with
other users, problem descriptions, models, and even with other requirements tools
and artefacts. However, in an initial effort for generalisation, we have applied
the same techniques to use cases [33] and user stories [63], with similar results.
Furthermore, we need to study the real impact of people’s diversity and how
different people complement each other in the context of teams.

We plan to replicate the experiment in other contexts, and apply it to bigger
and more complex descriptions. Furthermore, we plan to study the real impact
people’s diversity and how different people complement each other in the context
of teams.
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